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ot - A search engine is said to be efficient if it
' optimized. Optimization here is the process of
ing search engine performance in terms of
and speed . There are many techniques have
sroposed in search engine optimization . But, that
bques still leave problems of the big data search.
Us due to big data is dominated by unstructured
. Unstructured data have properties that difficult
eanize. So , we need a special technique fo
wome it. In this study , the authors try to propose a
oh engine optimization technigues using k-means
ithm optimization. The output of the system is
according to some relevance document.
surement is solved by knowing the value of
ssion, recall , and the travel time of the rated
wments . It is used to know the level of accuracy and
ad of the search . The measurements give conclusion
the system has fo provide optimal results to finding
: the big data information . :
weord: search engine optimization, big data,
ation retrieval, k-means algorithm
ization

L.INTRODUCTION

& development of information technology rapidly
ke human activity can not be separated from the
wital data. This data comes from various sources, for
semple from social networking sites and news portals.
dditionally handheld devices to daily communication
\also a source of digital data. Everyone can create and
nd digital data every second. Therefore, the digital
2 on the network has increased massively (large-
gale) [ 1]. Massive increase in digital data is dominated
w unstructured data such as text, image, audio, video,
smail, presentation slides, animations, ete.. A world
Windy analyzing digital data has increased exponentially
years [2]. Look at Figure 1.
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Figure 1. Predicted of growth of digital data from year to year

Figure 1 shows the increase of digital data in period
2005-2015 which rise exponentially. The development
of these data has brought mankind to era of big data.
One characteristic is indicated big data is unstructured
data. Unstructured data does not have a relational
hierarchy and may not be processed by relational
databases.

Appropriate with the growth of big data with an
abundance of unstructured data . Then we need fast and
accurate techniques of information retrieval . This
technique is called search engine optimization.

There are many techniques have been proposed in
search engine optimization [ 3 ] [ 4 ] . But, that
techniques still leave problems of the big data search.
One solution that could be taken to solve this problem
is add a clustering method into process of indexing
information as in [6]. [6] Using the k-means method for
clustering . overplus of the method application is
clustering data and outliers quickly. But debility of this
method is decrease of accuracy rate when it is used to
process bigger information and still growing up. To
make that debility not appear , then the k-means method
needs to be optimized.

In this study , the authors try to perform an information
retrieval techniques quickly and accurately from big
data. In this system, a set of news comes from the
Internet will be processed by text mining . The results
of this process will be clustered using k-means
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algorithm optimization method . So we will get a
collection of documents are sorted according to their
relevance levels .

2. LITERATURE REVIEW

This section will be discussed about the important
theories that be a supporter and a reference for
designing this study. The section covers the basic
theory about big data, unstructured data, information
retrieval, text mining, and the k-means algorithm
optimization

2.1. Big Data

In a technical sense, big data is defined as a problem
domain where traditional technologies such as
relational databases are not able to serve. Big Data has
three characteristics, they are the volume, the velocity,
and the variety of data. Increase of volume, velocity
and variety of data many happen because the adoption
of the Internet which individuals produce content or
leave a digital fingerprint that potentially be used to
new things.

Some principles of big data is not wasting any data
because these residues might be important next time.
Next, the data is processed quickly. As for confront of
the high varation in the data, big data create a
structure by extraction, transformation, without having
to discard the raw data before.

2.2. Unstructured Data
One of the challenges in processing of big data is
unstructured data which is considered have not a
relational hierarchy and not fit with traditional
databases as Relational Database Management System
(RDBMS). Some characteristics of unstructured data,
among others, as follows:
1. Containing objects or documents that free size
and free type of data.
2. Disorganized. .
3. Organization and information are inconsistent.
4. Containing text, images, audio, video, email
and powerpoint presentation.
5. The data is displayed on web page.

2.3. Information Retrieval .

Information retrieval is part of computer science about
take information from documents based on content
and context of that documents. The reference explain
that information retrieval is a search of information
based on a query that is expected to satisfy desire of
the user from the collection of documents.
Information or data that be sought is text , image
audio , video and others. Collection of data that also
can be used as a search source is text messages , such
as e - mail , fax , news documents , and documents on
internet . With large capacity of documents collection
as a search sources , then we need a system that can
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help users find relevant documents in a short
time and accurate.

In terms of information technology there is a data
retrieval , besides information retrieval . These two
things are very different . Data retrieval in general
determine the appropriate documents from a collection
of data , the contents of the documents containing
keywords in a user query , it will never be enough to
satisfy information requirement of the user. Different
with retrieval of data , users of information retrieval
systems more attention in getting (retrieving)
information by subject , rather than data retrieval
based on a query is given, because the user does not
want to know how that process is underway .

2.4. Text Mining

Definition of text mining has often given by mamy
researchers and practitioners. As data mining, tewt
mining is the process to find information that nof
revealed previously with process and analyze large
amounts of data. In analyzing part or all of unstructured
text data, text mining tries to associate one part with the
other parts of the text based on certain rules. The
expected result is a new information not previoushy
revealed clear.

Text created not to be used by the machine, but for
direct human consumption. Text mining has adopted
the techniques used in the field of natural language
processing and computational techniques m
computational linguistics linguistics. Although the
techniques in computational linguistics can be spelled
forward and accurate enough to extract the information,
text mining destination not only extract information.
But to find patterns and new information that has not
been revealed.

Text mining process includes tokenizing process,
wordlist or stoplist and stemming,.

1. Tokenizing
Tokenizing is the process removal punctuation
of sentences in the document to produce words
that stand on their own.

2. Wordlist or stoplist
Wordlist or stoplist is filtering of the words
that are not feasible to be used as a
differentiator or a keyword i process to
search of documents and these words
can be removed from the document.

3. Stemming -
Stemming is one of the manufacturing
process retrieval system, where the stemming
process will be carried out after the filtering
process. This stemming process makes the
term from tables filtering into base word,
with remove all existing suffix in the word
(affixes meng-, me-, kan-, di-, i, pe, peng-, a-,
etc.) i
The Importance of Stemming in the
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manufacturing process of retrieval system
where remove affixes in a word, had
to be considered. Because the important
process of stemming process is remove
the prefix after that the affix. When we try the
opposite process, then the appropriate basis
words and according to the
dictionary will not find. From the results of the
process will get an information about the
number of terms that appear in a document
after calculating term frequency.

~Means Algorithm Optimization
lgens clustering included in the partitioning which
called exclusive clustering that separate data
separate areas and each data must belong to a
r cluster and allows for any data that included
ific cluster on a stage of the process, the clusters
® to the next stage of the other. K-Means
ithm is very popular because of the ease and
to clustering big data and outliers data very
Uily. In K-Means, each data should be included
Il 2 particular cluster in a stage of the process and
lle to another cluster in the next stage.

ilieans Algorithm on Clustering can be done with

ibllowing steps:

1. Define k as the number of clusters to be
formed.

Generate k centroids (cluster center point)

beginning at random.

Calculate the distance of each data into their

respective centroids.

Every data choose closest centroids.

Determine the position of the new centroids

by calculating the average value of the data

that choosing the same centroid.

Go back to step 3 if the position of the new

centroids with longer centroids not same.

-~
PN

lracteristics of the K-Means algorithm is as
IOWS:
» K-Means clustering is very fast in the process
e K-Means is very sensitive to the random
generation of initial centroids.
Allow a cluster does not have a member.
The results of the K-Means clustering is not
unique (always changing) - sometimes good,
sometimes bad.
K-Means is very difficult to reach the global
optimum.

lie weakness of the algorithm K-Means clustering is
il result of K-Means algorithm depends heavily on
alization of the initial centroids randomly
smerated, therefore allowing for any data that
licfuded specific cluster on a stage of the process and
llove to another cluster in the next stage.
wlutions to overcome the drawbacks of K-Medns
ligorithm that difficult to reach the global optimum is

\w I TIA 7
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perform the optimization algorithm. That is by
changing the point of determining new cluster center
that obtained at random previously by defining a
cluster center with the following algorithm:
IfX={xi|i=1, ..., n} is the data, and k is the number
of clusters, then the stage of K-Means optimization:
1.  Set C =as initial from the centroid to be formed
2. Set DM = [] as the number of accumulated
distance of matrix.
Define m as the average of X
Calculate DM (X, m) as the distance of matrix
between X to m
Seti= 1 gs a first timer to determine the centroid
DM=DM+D
select xj < ArgMax (DM) as ci
C=CWVeci
Set DM (xj, C) =0
0. Caleulate again D (X, ci) as the distance matrix
between X to ci
11. i=i+1
12 1#i Sk go back to step 6
13. C s the solution as the initial centroid

SE

= 00 =LY A

3. RESEARCH METHODOLOGY
This section will discuss the system design and
implementation. In this discuss there is a block flow
diagram of the overall system and explanation of the
detail processes is illustrated with a flowchart.

3.1 System Design

This research will be applied use clustering to classify
documents containing specific information from a
collection of documents directly retrieved from the
Internet on several sites that have been included. From
the retrieval process document of the internet , then the
system will save the documents at a particular site is
taken online and then in a txt format in a directory .
Furthermore txt files in the folder experiencing text
mining process consists of 3 stages which include
tokenizing , wordlist or stoplist and stemming. After
generating a collection of words of text mining results
it will be known how many existing keywords in each
document . From the each amount then performed
clustering with k -means algorithm optimization of the
coordinates on the point which shows the number of
keywords each these documents Each cluster
document value is calculated wusing matrix
multiplication . After the comparison between the value
of each cluster , a cluster of documents that have
highest value is the number of clusters selected
documents as a result of a search for documents
according to keywords. To display the results in a web
page with find the value of each document by
multiplying each value matrix of the number of
keywords in each document with matrix transpose then
displays the results in order of documents that have a
number of keywords at the most until the least.

297
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Figure 2. Block diagram of the global research

3.2 Analysis of Results

To evaluate the results, we need a measurement. In
This Section describes how to measure the results.
There are several measures is used in this research,
that is the precision recall, and travel time.

3.2.1 Precision

Precision is ratio on the number of relevant documents
obtained by the system with total number of
documents is picked up by the system either relevant
or irrelevant. According to this definition can be
expressed in equation (1).

TP

e @

TP+ FP
Where b :
P (Precision) = The level of precision search
TP (True Positive) = Relevant documents found
FP (False Positive) = Irrelevant documents found
TN (True Negative) = Relevant documents were not
found
FN (False Negative) = Irrelevant ddcuments that can
not be found
3.2.2 Recall
Recall is ratio on the number of relevant documents
obtained by the system with sum of all relevant
documents in the collection of documents (drawn or
not drawn by the system). According to this definition
can be expressed in equation (2).

Bt
TP+ FN

@

Where :
R (Recall) = Recall level search
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3.3.3 Retrieval Time
Measurement of the retrieval time is solved by
knowing the retrieval time between the input and
output

4. RESULTS AND DISCUSSIONS

For testing done by taking documents from several
documents related to the keyword "scoring" and
documents that are not related to the keyword. Testing
is solved by two methods: the k-means algorithm and
k-means algorithm optimization. It aims to find out the
optimization that occurs when using the k-means
algorithm optimization

Table 1. Testing the k-means algorithm

1y
n K P R 4
50 mencetak 73 80 0.5 sec
gol % %
100 | mencetak 75 78 0.5 sec
gol % %
200 | mencetak 70 79 0.5 sec
gol % Y%
400 | mencetak 78 76 0.5 sec
gol % %
where :
n = Number of Documents
K =Keyword
P =Precision
R =Recall

T = Retrieval Time
Table 2. Testing the k-means algorithm optimization

n K P R T
50 mencetak 82 90 0.5
gol % Y% sec
100 mencetak 85 93 0.5
gol % Y% sec
200 mencetak 90 95 (035
gol % % sec
400 mencetak 92 96 0.5
gol % % sec
where :
n = Number of Documents
K =Keyword
P = Precision
R =Recall

T =Retrieval Time

From Table 1 and Table 2 above we can see that there
are differences in the test with k-means algorithm and
k-means algorithm optimization. Especially in terms of
precision and recall. In testing the k-means clustering
algorithm (Table 1) a decline in the value of precision
and recall on a greater number of documents. This
decrease was due to the determination of the centroid
randomly generated. While the test with k-means
algorithm optimization (Table 2) an increase in the
. Dept of Electrical Engineering Building,
Institut Teknologi Sepuluh Nepember,
Surabaya, Indopesia




of prec1s1on and recall for more data. This means
system is accurate enough for victory when an
ance of data is increasing.

mms of retrieval time required by the search engine
hm k-means and k-means algorithm
szation is no difference. This shows that the speed
neans has not changed despite optimizations.

5. CONCLUSION

d on the testing and ana1y31s of results can be
nuded:

. Level of precision and recall documents with the
K-Means algorithm without optimizations can
vary depending on the determination of the
- centroid randomly generated.

1 Levels precision and recall of document
clustering results with k-means algorithm
optimization is more optimal than the k-means
algorithm without optimization.

3. Necessary travel time clustering using k-means
algorithm with the k-means algorithm
optimization shows the same value as the
amount of data increases. This means that the
speed of k-means has not changed though has
undergone optimization and increasing the
amount of data.
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